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Abstract

Robust Markov decision processes (RMDPs) are a useful building block of robust
reinforcement learning algorithms but can be hard to solve. This paper proposes
a fast, exact algorithm for computing the Bellman operator for S-rectangular
robust Markov decision processes with L..-constrained rectangular ambiguity
sets. The algorithm combines a novel homotopy continuation method with a
bisection method to solve S-rectangular ambiguity in quasi-linear time in the
number of states and actions. The algorithm improves on the cubic time required by
leading general linear programming methods. Our experimental results confirm the
practical viability of our method and show that it outperforms a leading commercial
optimization package by several orders of magnitude.

1 Introduction

Markov decision processes (MDPs) are a powerful framework for dynamic decision-making problems
and reinforcement learning (Bertsekas and Tsitsiklis, 1996; Puterman, 2005; Sutton and Barto, 2018).
The MDP model assumes that the exact transition probabilities and rewards are available. However,
these transition probabilities are typically unknown and must be estimated from sampled data. Such
estimations are prone to errors, and the MDP’s solution is sensitive to the introduced statistical errors.
In particular, the quality of the optimal policy degrades significantly even with small errors in the
transition probabilities (Le Tallec, 2007).

Robust MDPs (RMDPs) mitigate MDPs’ sensitivity to estimation errors by computing an optimal
policy for the worst plausible realization of the transition probabilities. This set of plausible transition
probabilities is known as the ambiguity set. In this paper, we study RMDPs with S-rectangular
ambiguity sets, which can be solved in polynomial time (Hansen, Miltersen, and Zwick, 2013).
However, computing the worst-case realization of transition probabilities often requires solving a
linear program (LP) or another convex optimization problem. Modern solvers are powerful and
efficient, but as the problem size grows, solving an LP for every state becomes computationally
prohibitive (Ho, Petrik, and Wiesemann, 2018).

Most prior work has focused on RMDPs with L -constrained ambiguity sets because both convenient
concentration inequalities (Weissman et al., 2003; Petrik, Ghavamzadeh, and Chow, 2016; Russel,
Gu, and Petrik, 2019) and fast algorithms (Iyengar, 2005; Petrik and Subramanian, 2014; Ho, Petrik,
and Wiesemann, 2020) exist for this scenario. The concentration inequalities play an important
role in the data-driven construction of high-confidence RMDPs. However, ambiguity sets defined
by the L,-norm are more natural and interpretable by human modelers (Givan, Leach, and Dean,
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2000; Delgado et al., 2016), and can significantly outperform L;-based ambiguity sets in many
circumstances (Behzadian et al., 2021). Unfortunately, RMDPs with S-rectangular ambiguity sets
defined in terms of the L ball can currently be solved only using general-purpose LP solvers, which
are complex and slow.

As our main contribution, we propose a new, fast algorithm for solving RMDPs with L, -constrained
ambiguity sets. Our algorithm combines a new homotopy continuation method with a bisection
method to achieve quasi-linear O(S A log S) time complexity with respect to the number of states .S
and actions A. This computational complexity compares favorably with the cubic O((SA)3-%) time
complexity of general interior-point LP algorithms. We identify new simplifying properties of the
robust optimization problem defined over L, balls to develop our algorithms.

Although bisection and homotopy methods have been used previously in the context of robust MDPs,
their use and assumptions differ significantly from this work. A bisection method was used to solve
SA-rectangular RMDPs (Nilim and El Ghaoui, 2005), but their approach does not generalize to
S-rectangular RMDPs that we target. Homotopy and bisection methods have been used to solve
L;-constrained ambiguity sets (Ho, Petrik, and Wiesemann, 2018, 2020) but these methods are
based on sparsity properties of the L;-norm, which do not hold for the L.,-norm. We elaborate
on this important difference after we introduce our algorithm. The existing efficient algorithms are
developed for the SA-rectangular RMDPs with L. balls (Givan, Leach, and Dean, 2000), but they do
not generalize to S-rectangular RMDPs. Developing fast optimization algorithms for S-rectangular
RMDPs is especially challenging because optimal policies may need to be randomized.

Several new, fast methods have been proposed recently for solving RMDPs more efficiently. They
propose replacing the standard value and policy iteration methods with more efficient algorithms,
such as forms of modified policy iteration (Kaufman and Schaefer, 2013; Ho, Petrik, and Wiesemann,
2020) or gradient descent (Grand-Clément and Kroer, 2021). Most of these accelerated methods can
further benefit from the fast Bellman operator algorithms that we propose in this work.

The remainder of the paper is organized as follows: Section 2 describes the basic robust MDP
framework. Then, Section 3 proposes a new homotopy method for solving SA-rectangular ambiguity
sets, which serves as a building block for our main contribution. In Section 4, we propose a bisection
method that can solve, in combination with the homotopy method, RMDPs with S-rectangular
ambiguity sets. Finally, Section 5 presents experimental results that show that our method is over
1000 times faster than using Gurobi, a leading commercial linear solver, when solving RMDPs with
hundreds of states.

Notation: We reserve lower- and uppercase bold characters for vectors and matrices respectively.
The symbol A” denotes the probability simplex in R% . Finally, we use I, 1, O to denote an identity
matrix, a vector of ones, and a vector of zeros respectively.

2 Preliminaries: Robust MDPs

This section surveys the basic properties of RMDPs; for example, please see (Iyengar, 2005; Wiese-
mann, Kuhn, and Rustem, 2013; Ho, Petrik, and Wiesemann, 2020) for more details. We consider
a finite RMDP model with states S = {1,..., .5} and actions A = {1,..., A}. The agent takes an
action a € Ain state s € S, it receives a reward 75 , € R, and it transitions to the next state s’ € S
with a probability of p, 4 . The transition probabilities p 4 - are unknown but are restricted to be
in an ambiguity set P C (AS)5*4, The initial state is distributed according to p, € A®.

We aim to compute a policy 7 : S — A“ from the set of stationary randomized policies II that
maximizes the expected y-discounted return p : II x P — R for the worst-case transition probabilities:

max min p(m,p) . (1)
Here, p(m,p) is the standard discounted infinite-horizon return for a policy 7 defined as p(7,p) =
E[> oo’ - r(Se, A) | Ap ~ 7(St), Se41 ~ Ps,.a, S0 ~ Po|. The optimization problem in (1)
can be seen as a zero-sum game, where adversarial nature chooses transition probabilities from
the ambiguity set in order to minimize the agent’s return. Since solving the general optimization
problem in (1) is NP-hard (e.g., (Wiesemann, Kuhn, and Rustem, 2013)), most research has focused
on RMDPs with S-rectangular and SA-rectangular ambiguity sets that can be solved in polynomial
time (Iyengar, 2005; Le Tallec, 2007; Wiesemann, Kuhn, and Rustem, 2013).



SA-rectangular ambiguity sets P are defined as Cartesian products of sets P, , C A* for each state
sand actionaas P = {p € (A%)5*4 | p_ € Py, s €S, a € A}. The intuitive interpretation
of SA-rectangularity is that nature can choose the worst transition probabilities from sets P; ,, for
each state s and action a independently. We focus on ambiguity sets bounded by L,-norm distance
from nominal transition probabilities p, , € AS defined as

Ps,a = {ps,a € AS | ||I_)s,a 7ps.,aHoc S ’{57(1} ’ (2’)

where k5, > 0 is the robustness budget, and the nominal transition probability p, , is typically
estimated from samples of state transitions.

To streamline the definition of the robust Bellman operator, we follow the notation of Ho, Petrik,
and Wiesemann (2018) and define a nature response function q : R, x R® — R that represents the
nature’s response for a particular state s, action a, and budget £ as

Geol&w) = min {routy-p" | [, ol <} 3)

Then, the SA-rectangular robust Bellman operator ¥ : RS — R for a value function v € R¥ is

(Fw)s = max min 0s,a(&,0) . )

>Rs,a

The optimal value function v* € R® must satisfy the robust Bellman optimality equation v* = Tv*
and can be computed using value iteration, policy iteration, or other methods (Iyengar, 2005; Ho,
Petrik, and Wiesemann, 2020; Kaufman and Schaefer, 2013; Grand-Clément and Kroer, 2021).

S-rectangular ambiguity sets relax the assumptions of SA-rectangular sets and compute less con-
servative policies but with a higher computational complexity (Wiesemann, Kuhn, and Rustem,
2013). They are defined as Cartesian products of sets P, C (A®)4 for each state s as
P = {pe (A% | (p,.)aca € Ps, Vs € S}. As with SA-rectangular sets, we also consider
marginal ambiguity sets P, defined in terms of the L,-norm as

PS = {(ps,a)GG.A € (AS)A | ZHI_)s,a 7ps,aHOO S K/S} )

acA

where ks > 0 is the robustness budget and p, , is the nominal transition probability. The important
distinction from the SA-rectangular setting is that s depends only on the state and not the action.
The S-rectangular Bellman operator is then defined as

(fv)s = max min ), dogs.a(§,0) - )
acA
Notice that the S-rectangular Bellman operator allows for randomizing actions through the proba-
bility distribution d, which improves robustness but introduces additional significant computational
complexity (Wiesemann, Kuhn, and Rustem, 2013; Ho, Petrik, and Wiesemann, 2020).

The vast majority of RMDP methods employ value iteration and policy iteration principles and require
computing the robust Bellman operator many times during their run (Iyengar, 2005; Wiesemann,
Kuhn, and Rustem, 2013; Ho, Petrik, and Wiesemann, 2020). Therefore, it is important that it can be
computed efficiently. In the remainder of the paper, we develop new quasi-linear time algorithms for
computing the robust Bellman operator.

3 Computing the SA-Rectangular Bellman Operator in Linear Time

In this section, we develop a new quasi-linear time algorithm for computing the SA-rectangular
robust Bellman operator defined by the L.,-norm. This entails solving the optimization in (4). The
algorithm developed in this section also serves as the major building block of the S-rectangular
algorithm described in Section 4. The remainder of the section is organized as follows: Section 3.1
first analyzes the LP formulation of the function ¢, and, then, Section 3.2 uses these properties to
develop a new, fast homotopy continuation algorithm.



N
(u}
i

* Index

@ &
= 2
= £ 015 0
o Qo
g, 3 .
f? £ o050 -2
o4 s —+ 3
@ o =
2 @ 025 4
[} ©
14 = X { 5

-1 0.00 \0—

0.0 03 06 09 00 03 06 0.9
Size of ambiguity set: § Size of ambiguity set: &
Figure 1: Function ¢(¢) in Example 3.1. Figure 2: Probabilities p*(£) in Example 3.1.

Computing the SA-rectangular robust Bellman operator for a fixed state s, action a, and a value
function v requires one to evaluate the nature response function g; , (£, v) in (3). Because the symbols
s, a,v are fixed throughout this section, we omit them in the notation. For example, we use ¢(¢)
instead of g5 ,(£,v) and p in place of p, ,. To further eliminate clutter, let 2 = r, - 1 + 7 - v. Then,
the optimization problem in (3) can be formulated as the following parametric LP:

a¢) = min {p'z | [P —pllo <&}
(6)
= min {z'p | 1Tp=1,~¢(<pi—pi<&p;>0,i=1,...,5}.
pERS

The remainder of this section develops fast algorithms for solving (6) for all values £ > 0.

3.1 Properties of Nature Response Function ¢

The LP in (6) can be solved using generic solvers, like Gurobi or Mosek, but these are impractically
slow for solving RMDPs. The optimization in (6) can also be solved in quasi-linear time for any
fixed £ > 0, as we summarize in Appendix C. The known quasi-linear algorithm is, unfortunately,
insufficient for solving the S-rectangular robust Bellman operator in Section 4. In this section, we
prove results that pave the way for solving (6) for all £ > 0 simultaneously in quasi-linear time,
which enables efficient algorithms for both S- and SA-rectangular RMDPs.

It will be convenient to use p* () to refer to an optimal solution in (6). To avoid unnecessary
technicalities, we assume that all elements of 2 are distinct, which guarantees that the optimal solution
p* (&) is unique. In practice, one may add an arbitrarily small value to the elements of 2 to ensure that
they are all distinct.

To get some intuition into the form of the nature response function ¢(§) and its optimal solution
p* (&), consider the following simple example.

Example 3.1. Consider an RMDP with six states, one action, z = (—1,0,1,2, 3, 4)T, and nominal
transition probabilities p = (0.0,0.1,0.3,0.1,0.2,0.3)". The functions q(¢) and p*(£) are depicted
in Figures 1 and 2, where Figure 2 shows the evolution of each p;(§) using a different color for each
1.

The following property of the function ¢ is indispensable for our analysis and shows that ¢(&) is
always of the form depicted in Figure 1. It follows from standard LP properties and is proved
in Appendix A.1.

Lemma 3.2. The function q(§) is continuous, piecewise linear, non-increasing, and convex in &.

To develop an efficient algorithm, we now analyze the structure of the bases of the LP (6). Recall
that a basis is a subset of S linearly independent constraints in the LP, which must hold with equality.
There are .S constraints included in each basis because .S is the number of optimization variables.
Note that constraints may be active (or violated) without being included in the basis.

To represent a basis in (6), we use sets Rg, D, N, T C {1,...,S} to indicate which constraints
are included in the basis with their meanings summarized in Table 1. If ¢ € Dp, we call it
a donor, if i € Rp, we call it a receiver, and if i € Np, we call it a none. The set Tg =
{1,...,8}\ Rp \ Dp \ Np represents the remaining indexes, and i € Tp is called a trader.
Lemma 3.4 below justifies the names for these sets.



Index i € | Constraints in B

Rp (receiver) | p; —p; < Ein B
Dp (donor) P —p; <€in B
N (none) p; >0in B

Robust Q-function: q(§)

Figure 3: Composition of B fori € S.
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Figure 4: An illustration of Algorithm 1.

Our homotopy algorithm will leverage the specific behavior of the optimal solution p* (&) as a function
of £. Because each basis B represents a set of S linearly independent inequalities with S variables,
there exists a unique solution p(§) for any value &. Note that p (&) need not be optimal or feasible.

The following lemma establishes the properties of the bases in (6) that we need to consider in our
optimization; its proof can be found in Appendix A.1.

Lemma 3.3. Suppose that p* is optimal in (6) for some £ > 0. Then, there exists a basis B such that
() p* = pg (&), (i) sets R, Dp, N, Tp do not intersect, (iii) |Rg| + |Dg| + [Nl + |Ts| = S,
iv) |Te| = 1, and (V) z; < zj < z foreachi € Rp,j € T,k € Dp UNp.

Lemma 3.3 is important because it limits the bases relevant to the optimization, which is crucial for
building fast algorithms. In particular, it shows that the sets R, D, N, T partition the set S, and there
is always exactly one trader. The lemma also shows that 2z coefficients for receivers are smaller than
the coefficient for the trader, which is smaller than the coefficients for donors and nones.

The following lemma establishes the rate of change of the linear function p;(€), which is the last
necessary component for our homotopy algorithm. The lemma’s proof is in Appendix A.1.

Lemma 3.4. The derivatives p = V¢ pg(&) for any basis B that satisfies the properties in Lemma 3.3
are equal to

pi=1lifi€eRp, pi=-1ifi€Dp, p;i=0ifi€Np, p;=|Dp|—|Rp|ificTs.
fori € S. Moreover, the slope is ¢ = Y/ag qp(§) = 3 icr, i — Dojepy % T 2orery Prér -

Note that Lemma 3.3 shows that each 7 € S is either a receiver, a donor, a trader, or none. Lemma 3.4
then shows that with an increasing £, a donor donates its probability mass, a receiver receives
probability mass, a trader either donates or receives at a variable rate, and a none remains unchanged.

3.2 Homotopy Algorithm

We are now ready to describe the proposed homotopy method and prove its correctness and complexity.
Algorithm 1 summarizes a conceptual version of the homotopy algorithm. As we discuss below, one
needs to avoid computing the full gradient V¢ pg(£) to achieve quasi-linear time complexity. The
complete algorithm with quasi-linear runtime is described in Algorithm 3 in Appendix A.2.

The main idea of Algorithm 1 is simple: it iteratively computes the linear segments of ¢(&) for all
& > 0. The algorithm starts with & = 0, where the optimal solution is p, = p with objective value
go = pyz. Then, the algorithm tracks the optimal bases in ¢(¢) as £ increases. When the p B, (&)
becomes infeasible with the increasing &, the algorithm finds a new optimal basis B;1 and continues
until it arrives at a basis with ¢/d¢ ¢(£’) = 0; the function ¢ is constant for all £ > &’. Since ¢(&) is
piecewise linear in £ (see Lemma 3.2), we obtain its full description from all optimal bases.

The following theorem proves the correctness of Algorithm 1. Informally, the theorem shows that the
function q is piecewise linear with breakpoints (points of non-linearity) only at &;,t =1,..., T + 1.
Note that &7 = 1 because this is the upper bound on the L,-norm of a difference of two discrete
probability distributions, and, as a result, the function ¢(€) is constant for £ > 1. The proof can be
found in Appendix A.1.



Algorithm 1 Homotopy method to compute ¢(&)

input: Objective z, and nominal probabilities p ;

1:

2: output: Breakpoints (&;)i—o,... 7+1 and (¢:)i=o,... 7+1 such that ¢: = q(&) ;

3: Initialize & « 0, ¢ < 0, p, < p and qo <+ q(&) = Pz, 70 = [S/2] and basis By such that:
4 Tp, ={70}, Rp, = {ili <70}, D, ={jlj >0}, Np, = {};

5: while §; < 0 do

6: Compute maximum step size for B; to remain feasible (7, = {7 }):

7. Ag +—max{{ >0 | p,+&-Vepp, (&) >0, [(p, +& - Vepp, (§) —P)r | <&+ &}
8: Update breakpoints:

9: Diy1 < Py + A& Vepp, (&)s <—PI+1Z§ §ip1 < &+ A
10: Let B;41 < next basis with the steepest slope (see Lemma 3.7 and Table 1);
11: Lett«+t+1;
12: end while
13: Let €T+1 < 1and qr+1 < 415

14: return: (€t>t=0,---,T+1v and (qt)t:O,A..,T-‘rl
Type ‘ Bt+1 ‘ D3t+1 RBt+1 TBt+1 NBt+1
LDoN | B | Dp\{} R T, Np, UL}
22T - N BiQ Dp, Rp, \{m} {m} Np, UTs,
3:7T—=D B3 Dp, U TBt RB, \ {m} {m} NBt

Table 1: Possible types of basis change at a breakpoint £;; described in Lemma 3.7.

Theorem 3.5. Suppose that Algorithm I returns (&;)1=o,... 7+1 and (qt)i=o,... 7+1. Then q(a - & +
1—a)-&i1)=a-q&)+ (1 —a) q(&y1) forae[0,1]andt =0,...,T + 1.

We will refer to Figure 4 in order to provide the intuition that underlies the construction of Algorithm 1
and its correctness. The figure depicts an example state of Algorithm 1 at ¢ = 2 and Line 10. The
solid lines show the values ¢z, and ¢p, when they are feasible and optimal. The dashed lines indicate
when the bases are infeasible or suboptimal at each one of the breakpoints &7, 5. The colored lines
at &, indicate the slopes for the possible candidates for B,. The algorithm chooses a basis with the
minimal slope.

The correctness of Algorithm 1 follows from the following three lemmas. The first lemma shows that
the algorithm chooses the initial basis with the minimum possible slope.

Lemma 3.6. The basis By constructed in Line 3 of Algorithm 1 is feasible at ¢ = 0 and has a steeper
slope than any other basis B that satisfies the conditions of Lemma 3.3:

d/de qp,(0) < d/aeqp(0) .

The second lemma shows that the next basis will be selected according to one of the rules in Table 1.

Lemma 3.7. Let a basis B; be optimal for &1 in Algorithm 1, such that p*(§;11) = pp, (§i41) and
q(&s41) = qB,(§i41). Assume that pg (§) is infeasible for § > &;1. If B are all bases feasible for
some & > &, then one with the steepest slope can be constructed as

3;1 if (P, (&+1)) =0, for somel € Dp,
q(&t+1) BiQ if (pp,(§t41))r =0, and Tp, = {7} ;
B® if (p—pp,(&11))r = &q1, and Tp, = {7}

argmin

a
e dg
where Bl, BQ, B3 are defined in Table 1 and m € argmax;ep i

Lemma 3.7 shows that there are three possible types of basis change; any other possible choice of the
basis would contradict the continuity of ¢(£) (Lemma 3.2). Recall also that Lemma 3.3 shows that
there is always exactly one trader. The first type of basis change occurs when p; for a donor ! € D
reaches zero; the donor turns into a none in the new basis. The second type of basis change occurs



when the trader probability mass becomes zero; the trader then turns into a none, and the receiver
with the largest z value becomes the new trader. The third type of basis change happens when the
trader’s gradient satisfies 4/d¢ p(£) < —1 and its probability mass reaches to its lower bound for a
given &, making the basis infeasible for greater values of €. The trader then becomes a donor, and,
again, the receiver with the largest z value becomes the new trader.

Finally, the third lemma shows that the optimal basis B, identified at &; remains feasible until &; .
Note that the convexity of ¢(£) implies that the feasible basis also remains optimal.

Lemma 3.8. If B, is feasible and optimal at & in Algorithm 1, then it is also optimal on the interval
[&t, & + AE:] computed in Line 6 of Algorithm 1.

We now turn to the computational complexity of Algorithm 3. As the following theorem shows, the
number of iterations T in Algorithm 1 is at most O(S). Unfortunately, keeping track of p, in each
iteration of Algorithm 1 requires also O(.S) time leading to the overall time complexity of O(S?). To
adapt Algorithm 1 to run in quasi-linear time, Algorithm 3, in Appendix A.2, generates the necessary
values &;, ¢; without tracking the complete p, values. Its runtime is quasi-linear because it needs to
sort the values of z to perform the optimization in Line 10 in constant time.

Theorem 3.9. Algorithm 1 terminates in at most O(S) iterations and can be adapted to run in
O(S'log S) time (see Algorithm 3 in Appendix A.2).

We conclude by discussing the relationship with the homotopy method proposed for solving RMDPs
with the L; ambiguity sets (Ho, Petrik, and Wiesemann, 2018). Although our algorithm is also a
homotopy method, it is based on analysis that departs significantly from earlier work. The simplifying
properties for the L., ambiguity sets differ significantly from the L;-norm. When the ambiguity
sets are defined as L; balls, only two components of p change at the time. Figure 2 illustrates that
when the ambiguity sets are L, balls, all components of p may change with the increasing £. The
fast algorithm for the L,-constrained RMDP relies on the more subtle structure of the optimal bases
described in Lemma 3.3, which leads to a more complex algorithm.

4 Computing the S-Rectangular Bellman Operator in Linear Time

In this section, we propose a fast algorithm for computing the robust Bellman operator (5) for
S-rectangular RMDPs. We assume a fixed state s € S and omit the subscripts throughout the section.
For instance, the nominal probabilities for state s and action a are denoted by p, € A“*. We also
assume a fixed value function v € RS and let 2, = rsa-1+7v-vforae A

The fast algorithm for computing the S-rectangular robust Bellman operator builds on Algorithm 1.
As Theorem 3.9 shows, the function g, defined in (3) is piecewise linear with O(.S) linear segments
that can be computed efficiently by Algorithm 3. Since ¢, is piecewise linear, it is easy to construct
its inverse just by swapping &, and ¢, to get the following function:

g, (w) = min {p—Dll | P’z <u}, Vae A @)
peEAS

The function ¢, ! returns the budget that nature needs to achieve a response u. Using the function
q; ', we can reformulate the S-rectangular robust Bellman operator as:

(s”%:dréli’ig?ﬁ% {Zda~qa(£a> | Zsagn}% {u | an1<u)§n}. ®)

acA acA acA

The correctness of this formulation follows by standard duality arguments and is proved in Lemma A.3
in Appendix A.3.

The optimization in (8) is remarkable because its objective is a one-dimensional function with one
constraint. A natural algorithm to use with such an optimization problem is the bisection method
outlined in Algorithm 2 (see Algorithm 4 in Appendix A.3 for a more detailed algorithm). Algorithm 2
keeps an interval [tmin, Umax| such that the optimal u* satisfies that u* € [tmin, Umax]- In every
time step, the algorithm bisects the interval [tmin, Umax| in half and updates tpin, Umax in order to
preserve that ©* € [Umin, Umax|- One may think of u,;, as the maximal known infeasible u in (8)
and of v, as the minimal known feasible w in (8).



Algorithm 2 Bisection method for solving (7).

1: input: Desired precision e, functions ¢, !,Va € A
2: output: 4 such that |u* — 4| < ¢, where u* is optimal in Equation (7)
3: Initialize bounds Umin < MiNge A se5(2a)s5 Umax — MaAXge A se5(2a)s5
4: while v 0y — Umin > 2 € do
5: Let © + (Umin + Umax)/2 ;
6: if > 4 0ot (u) < k5 then tpay < u else Uiy, < u end if
7: end while
8: return: (Umin + Umax)/2
1,000 1,000
[} [}
£ £
= €
& 100 x 100
2 2
8 8
£ g W
10
100 200 300 400 100 200 300 400
Number of states Number of states
Algorithm Gurobi —+- Homotopy Algorithm Gurobi —+- Bisection

Figure 5: Relative computation time (unitless) of our algorithms and an LP solver over nominal MDP
in SA-rectangular (left) and S-rectangular (right) inventory management RMDPs.

The time complexity of Algorithm 2 depends on the desired precision e. To remove this dependence
on ¢, it is sufficient to replace the bisection by binary search over the breakpoints; we give the details
of this method in Algorithm 4 in Appendix A.3. The following theorem, proved in Appendix A.3,
summarizes the correctness and complexity of the proposed algorithms.

Theorem 4.1. The combined Algorithms 1 and 2 compute the S-rectangular robust Bellman operator
Sor any state s € S and can be adapted (see Algorithms 3 and 4) to run in time O(S Alog(SA)).

5 Numerical Results

This section compares the empirical runtime of Algorithms 1 and 2 with the runtime of Gurobi 9.1, a
leading LP solver. The results were generated on a computer with an Intel i7-9700 CPU with 32 GB
RAM; the algorithms are implemented in C++.

As the main benchmark problem, we use the classic Inventory Management (IM) problem (Zipkin,
2000). In this problem, the decision-maker must decide at every time step how much inventory to
order. The number of states and actions in this problem corresponds to the holding capacity and
order size respectively. This makes it easy to scale the number of states and actions and evaluate
how the algorithms scale with problem size. To evaluate the performance of our methods on small
problems, we also consider the RiverSwim (RS) domain (Strehl and Littman, 2008) and the Machine
Replacement (MR) domain (Delage and Ye, 2010). Please see Appendix B for the detailed description
of these domains.

Figure 5 shows the time to compute the robust Bellman operator for a single state in the inventory
management domain. The x-axis represents the number of states (maximum holding capacity) in
the domain. The number of actions is the same as the number of states. The y-axis represents the
time to compute the robust Bellman operator divided by time to compute the standard (non-robust)
Bellman operator. The results show that even in MDPs with a few hundred states, the algorithms
we propose are about 100 times faster than the leading LP solver. Interestingly, our algorithm is an
order of magnitude faster even for small problems. We use the robustness budget x = 1.2, but the
computation time is insensitive to the particular choice of .

Table 2 compares the time to compute the robust policy for Machine Replacement (MR), RiverSwim
(RS), and Inventory Management (IM) problems. The IM problem has 30 states. It is worth
emphasizing that MR and RS are very small problems with less than 30 states, yet our algorithms



Rect.  Algorithm MR RS M Rect. Algorithm MR RS M

SA Algorithm 1 <1 3 10 SA [Ho]-Alg.1 <1 2 1

SA Gurobi LP 2960 2240 9770 SA Gurobi LP 92 363 1140

S Algorithm 2 40 52 67 S [Ho]-Alg.2 1 2 5

S Gurobi LP 129 217 2740 S Gurobi LP 79 317 2260
Table 2: Time (ms) to compute the robust pol- Table 3: Time (ms) to compute the robust pol-
icy for S- and SA-rectangular RMDPs with icy for S- and SA-rectangular RMDPs with
L sets. L4 sets (Ho, Petrik, and Wiesemann, 2020).

are up to 800 times faster than using an LP solver. This indicates not only that our methods scale
well with the number of states but also that the constant overhead is quite small. For the sake of
completeness, we include in Table 3 the timing results obtained for the RMDP with L, ambiguity sets.
These results show that solving the L,-constrained RMDP is more difficult than the L-constrained
RMDP, but also that we can achieve similar dramatic speedups in L,-constrained RMDPs as (Ho,
Petrik, and Wiesemann, 2020).

6 Conclusion

We introduced a new homotopy method for calculating robust Bellman operators for S- and SA-
rectangular ambiguity sets constructed with L, -norm ball. Theoretically, we show that the worst-case
time complexity of our algorithms is quasi-linear: O(SAlog(S)). The algorithms also perform well
in practice, outperforming a leading LP solver by several orders of magnitude.

In addition to being faster than a general-purpose LP solver, our algorithms are also much simpler.
They make it possible to solve L.,-constrained RMDPs without the cost and complexity of involving
a general LP solver. Although free and open-source LP solvers are available, their performance falls
significantly short of commercial ones. The algorithms we propose are also easy to combine with
value function approximation methods in RMDPs (Tamar, Mannor, and Xu, 2014).

In terms of future work, we believe that it is important to understand whether similar algorithms can
be developed for RMDPs with more complex ambiguity sets, such as ones defined using Wasserstein
distance, Lo-norm, or KL-divergence.
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A Technical Results and Proofs

A.1 Proofs of Results in Section 3

Proof of Lemma 3.2. The functions ¢(§) is convex due to the LP formulation of Equation (6); see
(Faisca, Dua, and Pistikopoulos, 2007). O

Proof of Lemma 3.3. (i) The statement follows from the results in sections (ii)-(v) of this lemma.

(ii) If the intersection of any pair of R 5, D, and Mg is not an empty set, there exist a component
1 that satisfies two or more constraints in Table 1. In such a scenario, the basis B contains linearly
dependent constraints that violate the definition of a basis. 7z = {1,...,5} \ R \ D \ N by
definition does not intersect with other sets.

(iii) and (iv) By definition, B in B implies that the constraint 17p = 1 is in B; thus, one needs S — 1
additional constraints selected from Figure 3 to form a basis. However, for every ¢ € [S], at most one
of the three constraints in Figure 3 should be selected, otherwise the constraints would not be linearly
independent. Therefore, it implies that there exists exactly one j € [S] such that none of the three
constraints in Figure 3 is selected in B, and so j € Tg. Forevery i € [S|\{j},7i € RpUDp UNE.

(v) We prove this results via contradiction with the following cases. Firstly, suppose there exist a basis
B’,inwhichl < 7 € Tp: wherel € Dp/, then we construct another basis B, where Rp = R U{l},
Dp =Dp\{l}, Ng = N, and Tg = Tp,. By Lemma 3.4, we have:

ip = Y oz~ Yy z+(DPpl-IRel)z,

1€ER pr J€Dp:
g = Z Zi — Z Zj+221+(|'DB/|7|RB/‘72)ZT
i€R g JED g

and thus ¢p — ¢pr = 2(2; — 2;) < 0 as z; < z,. The above construction of B also ensure that pp (&)
is feasible in a neighborhood of &, as long as pp/ () is feasible in a neighborhood of £.

Furthermore, suppose there exist a basis B’, in which [ < 7 € T, where [ € N/, then we construct
another basis B, where Rp = Rp' U{l}, Dg = Dp/, Ng = Np\{l}, and Tp = Tp'. By
Lemma 3.4, we have:

B = Z zi — Z zj + (IDp'| — |Rp) 27,
1ERp/ j€Dp/

g = Y a— Y z+at(Del-[Rel-1)z
1€ERpr JjE€Dp,

and thus ¢g — ¢p = 2; — zr < 0 as z; < z,. The above construction of B also ensure that pg (&) is
feasible in a neighborhood of £, as long as pp/(£) is feasible in a neighborhood of .

Now we prove the second part of this result.

Suppose there exist a basis B, in which m > 7 € Tg, where m € R p/, then we construct another
basis B, where Rp = Rp/\{m}, Dp = D U{m}, Ng = Np/,and Tp = Tp'. By Lemma 3.4,
we have:

QB’ - Z 2y — Z Z] ‘DB’| - |RB’D 21y
i€R g JE€Dg

qB = Z Z Zj = 2Z’m |DB’| - |RB’| + 2)
i€R g JED

and thus ¢g — ¢p' = 2(2; — z;n) < 0 as 2z, > z,. The above construction of B also ensure that
pp (&) is feasible in a neighborhood of &, as long as pp/ (£) is feasible in a neighborhood of &.

O

Proof of Lemma 3.4. Note that if k € N implies (pg(€))r, = 0 for every £ therefore p, = 0. For
all components ¢ € Rp we have p;, — p; = £. By taking the derivative with respect to £ we have
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p; = 1. Similarly, for all j € Dp we have p; — p; = £. Taking the derivative leads to p; = —1. We
denote by xg the subvector of z € R formed by the elements z;, i € G, where indices are contained
in the set G C S. We consider a fixed basis B and thus drop the subscript B for the rest of this proof.

Figure 3 implies the following useful equality that any p must satisfy.
1=1"p= lTpR + 1TpD +1"p s 1Tp7—

=1'pp +1'pp +1'py

== ]_TPR + 1TpD + pT
where the second identity follows from the fact that Vk € A implies p, = 0. By taking the derivative
d% from both sides we have:

0=1"pg +1"pp + pr

= |R[—[D| + p-.

And finally we have:

G=z'p
=2'pr+2'pp+2py+2Ppr
S S

ieR jeD

O

Proof of Theorem 3.5. The statement is true due to linearity of ¢(£) on the interval [, &:+1] shown
in Lemma 3.2, as well as the results in Lemma 3.6, Lemma 3.7, and Lemma 3.8.

Proof of Lemma 3.6. At £ = 0, we can assume the none set is empty N = () because one can
replace all non-negativity constraints p; > 0 with p; —p; < & or p; — p; < £. In Lemma 3.3, Section
(v), we show forevery B € B,Vi € Rg,Vj € Dg,and 7 € Tg we have i < 7 < j. So ¢p can be
written as:

g5= ) zi— Y z+(Dsl~IRsl) 2

i€Rp j€ED5

T—1 S
=Y z— Y 5+ ((S—7) = (r=1)2

i=1 Jj=7+1

T—1 S (9)
:Zzi— Z zj+ (S =21+ 1)z

i=1 j=r+1

s
= sign(k—7)z + (S =27+ 1)z,

k=1

Equation (9) shows at £ = 0, the trader’s rate p, = S — 27 + 1. We can also show that at £ = 0,
for all component i € {1,...,5} we have —1 < p; < 1 because the constraints p; — p; < £ and
pi — p; < & are both active in equality. Thus we have

. d T.
min %QB(SO)_ZP .
s.t. 1'p=0, (10)
~1<p<1.

Since we previously showed the trader’s exchange rate follows from p, = |Dg| — |[Rp| we can
conclude p; is an integer. Given the constraints in (10) at £ = 0, we conclude p, € {—1,0, 1}. The
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index of the trader is obtained from one of the following scenarios:

S+1
S—2r1=0 = r=""—, (11)
S
S—2T+1:1:>T:§, (12)
S+2
S—2r4l=-1= r="12, (13)
When S is an odd number, 7 can be only % because S is also an integer and 7 cannot be fractional.
And when S is an even number, 7 can be either g or % Algorithm 3 returns the exact solution in

both cases.
Given the index of trader for By, the index of all donors and receivers can be achieved form Lemma 3.2
section (v). We initialize the sets: T, = {[S/2]}, R, = {i|i <7}, D, ={jlj > 7}, N, =
{h

]

Proof of Lemma 3.7. Suppose z; < zo < --- < zg. Consider a base B that is feasible in the
neighborhood of & > 0, and satisfies B = argmingp d% q(&;). In Lemma 3.4, we show Vi € Rp
andVj € DpUNgand T € T we have i < 7 < 4, and ¢p can be written as:

iq(&t) =qp = z Zi — Z zr + (IDg| = |RBI) 2+ (14)

dE i€ERB keDgp
The adjacent basis B’ € B can be chosen from one of the following cases:

DB/ :DB\{Z}, NBf :NBU{Z}, TB' :TB, RB/ :RB
N =NpU{r}, Rp =Rp\{m}, Tp ={m}, Dp =Ds
DB’ :DBU{T}, RBI :RB\{TL} TB' :{n}, NB/ :NB
R =RpU {T}, D = DB\{O}, Tp = {O}, Np = Np
Rp ZRBU{T}, NB' ZNB\{p}, Tg = {p}, Dp =Dp
N =Ng\{q}, Dp =DpU{q}, T =T, Rp =Rp

B/

15)

D O s W N

Case 1 occurs when a donor becomes a none by donating all of its probability mass to a receiver. In
this basis change, the index of the trader remains unchanged. B’ is an adjacent basis for B since
we only remove one active constraint (p; — p; < £), and add another one (p; > 0). In case 2, the
trader becomes a none by losing all of its probability mass. The trader’s index shifts from 7 to m,
one of the receivers in B. Note that in case 2 also, B’ is an adjacent basis to B. We removed one
active constraint (p,, — P < £), and add another one (p, > 0). Case 3 is similar to case 2, however
in this case the trader reaches its lower bound, and as a result the new active constraint in B’ is
(pr — pr < &). Case 4 occurs when a trader becomes a receiver. In this scenario, the trader’s index
shifts from 7 to o, which was a member of Dpg. Case 5 and case 4 are similar. However, the trader in
B’ belongs to A'g. In the last case, one of the components in A/ gain probability mass and moves to
the donor’s set. In the following, we show that cases 4-6 are not a feasible choice for B’.

Any other case violates Lemma 3.3, Section (v). The corresponding ¢p- obtain as follows:

ZiERB Zi ZkEDB Zp+ 2+ (|DB| - ‘RB| - 1) T
Yierp % — 2okepp 2k — Zm + (DBl — [R|+ 1) 2m,
YieRrp % — 2ukepp 2k — #r — 2n + (|DB| — [RB| +2) 2
D iery Zi — 2ukepy 2k + 20 + 20 + (IDB| — [RB| = 2) 20
DieRy %i — 2ukepy 2k + 20 + (Pl = [Re| = 1) 2

D ieRy i — 2okepy 2k — 2q + (1P| — [Rp[+1) 2~

iB = (16)

S O = W N~
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And hence we have:

1 QB+(ZZ_ZT)
2 B+ (z2m — 2)(|Ds| — [RB])
i — 3 4+ (20— 2)(IDBl = [RBl+1) a17)
4 4+ (% — 2-)(IDB| — |Rp| — 1)
5 4B+ (2 —2)(Dsl —RB| - 1)
6 ¢ — (2g — 2r)

Given Lemmas A.1 and A.2, Bj, B, and By are not a suitable choice for B’ since ¢, < ¢,
qpy < Gpand gp; < ¢B.

The choice over B, B, and B depend on the probability mass of the components at each breakpoint.

In order to minimize the decent rate in the case of B’ = B}, we can show that:
gpr = min ¢g + (zm — 2-)(|Pa| — |RB|) (18)
mERRB

We know z,,, — 2z < 0. And 0 < (z,,, — 27)(|DB| — |R|) otherwise Lemma A.2 will be violated.
As a result we conclude in this particular case (|Dg| — [Rp5|) < 0.

In order to minimize Equation (18) the term z,, — 2, should be minimized. Since z; < --- < z,, <
.-+ < z,, therefore m* = 7 — 1. With the same reasoning we can show in the case of B’ = B} we
have n* =7 — 1.

Our results follows the continuity assumption of the solution p* = pz(€) for all £ > 0, in which a
receiver can only become a trader, not a donor nor empty, at each breakpoints. Also, a donor cannot
become a receiver unless it becomes a trader first. Otherwise, the continuity assumption will be
violated.

O
Lemma A.1. Forall B € B we have |Dg| — |[Rp| < 1.
Proof. Consider the problem with fixed &,
= mi Tz |p— < 19
q(€) = min {p'z: |p-pl. <&}, (19)

For any fix B € B, we know:
if i€eRp = pi=pi+¢,
if jeDp = p;=p; —&,
if keNg = pp=0,
if €7, JA€R that p, =p,+A.

We also know
p=1 <= > mi+H+ > - +p+A=1

1ERB j€Dp
= (1- Y )+ (Rsl—[De)E+A=1
keNB
= A=Y p+(Dsl—|Rsl)¢
kENB

We know for feasibility, A < £ so we have:

> bkt (IDsl - [ReDE<E

kENB

> P < (Rp|—|Ds| +1)¢
kENB
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Since ), cnr,, Pk > 0, and € > 0, we conclude (|Rp| — [Dp| + 1) > 0. As aresult:

Dl —|Re| < 1.

O

Lemma A.2. let (&)i=0,... 7+1, and q(§) is a piecewise-affine convex function with breakpoints &;.
Under the assumption of & < &1 forallt =0,..., T+ 1, wehave go < ¢1 < ... < 4r41-

Proof. The results follows from Theorem 24.1 in Rockafellar (1996).
O]

Proof of Lemma 3.8. The optimization problem in (3) can be formulated as the following parametric
LP:

At each basis By, there are S constraints that are active and satisfied in equity. In order to maintain the
feasibility the basis B; on the interval [&;, {; + A&;], one needs to keep track of constrains that will be
violated first by increasing £ € [&, & + A&;], and relax all other constraint. Since the donation rate
is equal among all donors p; = —1 Vi € Dp,, the non-negativity constraints could be watched by
following the donors with minimal probability mass A& < max{{ >0 | p, +&-Vepp, (&) > 0}
The rate of exchange for the trader varies at each basis, as a result, the trader could violate its lower
and upper bound —¢ < p, — p; < €. The algorithm trace the trader’s rate so one can check the
constrain via A; <— max{{ >0 | [(p, +& - Vepp, (&) —D)r| < & + &} Line 6 of Algorithm 1
combines these constraints and relaxes others.

O

Proof of Theorem 3.9. A naive implementation of the homotopy method in Algorithm 1 has a com-
putational complexity of O(S?). The algorithm obtains the p* at each breakpoint. The number
of iteration depends on the number of breakpoints in ¢(¢), which is at most %S . We observed
numerically that the naive implementation performs on par with LP solvers and sometimes even
slower. In Algorithm 3, we take advantage of the structural property of the slope of the g-function
presented in Lemma 3.4, and only trace the optimal probability mass of the trader to speed up the
method dramatically. Algorithm 3 compute g-function for each state-action pair in O(S log S) for
sorting the values of z.

O

A.2 Detailed Homotopy Algorithm

This section provides the detailed procedure of our homotopy algorithm for computing the exact
solution for robust Bellman operator with L., constrained ambiguity sets. Algorithm 3 starts with the
initialization of the doner, receiver, and trader sets according to Lemma 3.6, and then iterates through
all breakpoints. Each breakpoint has been obtained concerning the conditions that are described
in Lemma 3.7. The type of each basis is change is indicated according to Table 1. We use a priority
queue to keep track of the donor with the smallest probability mass. The algorithm follows the value
of g-function at each iteration, however ignores the probability mass values for all components except
the trader. The iteration stops as soon as & exceeds the budget «, which is given as an input.

A.3 Proofs of Results in Section 4

Proof of Theorem 4.1. The result follows from the complexity analysis of the bisection algorithm
with quasi-linear time complexity in (Ho, Petrik, and Wiesemann, 2020), appendix B. O

Lemma A.3. The optimal objective values of Equations (7) and (8) are equivalent.
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Algorithm 3 Homotopy method for ¢(x) with L., constrained ambiguity set.

Input: LP parameters z, x and p .

Output: Breakpoints (£;)i—o.... 7+1 and values (q¢)¢=o,... 741 3

Initialize &y < 0, t < 0, p, + p and qo < q(&) =pyz;

Sort z in ascending order and rearrange p accordingly

Initialize the sets: 7 = {[S/2]}, R={ili<7}, D={jli>7}, N ={}
PR =D er Zii AD = ) jep

Push all elements of D into a min-heap H according to their probability mass
€&

while ¢ < k do

pr < |D| —|R]; # The trader’s rate of exchange
j < H.top
Alp < p; —¢§

A&, « Calculate largest feasible Ap, given p,
if A&, > A¢p then
Basis Change + D to N/
A¢ + Ap;
else
AL A&y pr < pr 00 AG
if p/. = 0 then
Basis Change < T to N
else
Basis Change < T to D
end if
end if
AE +— max{A&, k — &}
Pr < Dr +Pr - AL
gt = q-1+ (2R — 2D + Pr2r) - AL
E—EFHAE G & t—t+1
if Basis Change is D to N then
ZDp £ 2D — Zj;
D =D\{j}
N =NU{j}
H.pop
else
if Basis Change is 7 7o D then
H.push(T) #p=pr+¢&
D=DU{r}
2p < Zp + 2r
else if Basis Change is 7 o A/ then
N =NU{r}
end if
T+ 717—1;
T={r}
R = R\(r}
pr < Prt+§
IR < ZR — Zr
end if
end while
The remainder of the function ¢(§) will be constant: gr11 <+ ¢;
Er41 00
Return: (&;)—o,... 741, and (¢¢)¢—o,... . 7+1
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Proof of Lemma A.3. Since the functions g,, for all a € A in Equation (8) are convex due to the
LP formulation of Equation (6). We can exchange the maximization and minimization operators
in Equation (8) to obtain

gﬁ{% {;Ieli)g <(§4ﬂ'a : CM(&(L)) | gga < ’f} , 210

Since the inner maximization is linear in 7, it is optimized at an extreme point of A“. This allows us
to re-express the optimization problem as

min ¢ max q, (&, o <Ky . 22)
pin{ mene) | o<

We can linearize the objective function in this problem by introducing the epigraphical variable v € R

i i a < Y > a a 23

mip min {u | Z;\é < Ky u = max(ga(§ )]} (23)

It can be readily seen that for a fixed  in the outer minimization, there is an optimal £ in the inner
minimization that minimizes each &, a individually while satisfying ¢,(&,) < u forall a € A. Define
gq as the a-th component of this optimal &:

ga(u) = min {ga | Qa(ga) < U}- 24)
£a€ER

A
aSRy
We show that g, (u) = ¢, L. To see this, we substitude ¢, in Equation (24) to get:

galu) = min, min {€a | paze < [Py ~Pullog < &} (25)

The identity g, = ¢ * then follows by realizing that the optimal £* in the equation above must satisfy
& = |Ip, — Pall - Finally, substituiting the definition of g, in Equation (24) into the problem (23)
show that the optimization problem (8) is equivalent to Equation (7). O

Algorithm 4 Bisection method for the robust Bellman optimality operator (Ho, Petrik, and Wiese-
mann, 2020).

Input: Precision ¢, functions ¢, !,Va € A
Upmin: Maximum known u for which Equation (7) is infeasible
Umax: Minimum known u for which Equation (7) is feasible
: Output: @ such that |u* — 4| < e, where u* is optimal in Equation (7)
Return: (umin + umax)/2)
while uax — Umin > 2 € do
Split interval [tmin, Umax] in half: © < (Umin + Umax)/2
Calculate the budget required to achieve the mid-point u: s <= > 4 ¢ ' (u)
if s < k then
u is feasible: update the feasible upper bound: uy,ax < u
else
u is infeasible: update the infeasible lower bound: %y < u
end if
: end while

PRIN AR

—_ = = = =
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B Detailed Description of Domains

In this section, we provide a detailed description of five standard reinforcement domains that have
been previously used to evaluate robustness.

As the primary metric, we compare the running time of our homotopy and bisection algorithm with
Gurobi 9.1.2—a standard LP solver. In order to enable the comparison of the results among different
domains, we also compare our results with the homotopy and bisection algorithm for L;-constrained
ambiguity sets in (Ho, Petrik, and Wiesemann, 2020).

As the first benchmark, we employ Inventory Management (IM), a classic inventory management
problem (Zipkin, 2000), with discrete inventory levels 0,...,S = 30. The purchase cost, sale
price, and holding cost are 2.49, 3.99, and 0.03, respectively. The demand is sampled from a normal
distribution with a mean S/4 and a standard deviation of .5/6. The initial state is 0 (empty stock).
It also uses a Dirichlet prior. Table 2 summarizes the run-time for computed guaranteed returns of
different methods at 0.95 confidence levels.

The second domain is RiverSwim (RS) which is a standard benchmark (Strehl and Littman, 2008),
which is an MDP consisting of six states and two actions. The process follows by sampling synthetic
datasets from the true model and then computing the guaranteed robust returns for different methods.
The prior is a uniform Dirichlet distribution over reachable states.

Moreover, Machine Replacement (MR) is a small benchmark MDP problem with S = 10 states that
models progressive deterioration of a mechanical device (Delage and Mannor, 2010). Two repair
actions A = 2 are available and restore the machine’s state.

C Fast Algorithm for Nature Response with Fixed ¢

Let us consider the optimization problem (3) with fixed £ > 0:
min {p'z : [|p — pll, <}, (26)
pPEAS

This problem was studied by Ibaraki and Katoh (1988). For the sake of completeness, in this section,

we provide the computational procedure of solving this problem. As expressed earlier, the problem
can be formulated as the following LP problem:

_ . T . T
q(§) = foin - 2'p join - zp
s.t. —f<p-p<¢ s.t. U'<p< @7)
I'p=1,p>0 1Tp=1.

Here, I’ = max{0,1} and v’ = min{1,u} where l = —£ + p and u = £ + p. The problem (27) is
a bounded resource allocation problem with continuous variables, where the objective function
is convex and continuously differentiable. Without loss of generality we add the following restrictions:

First, I’ < o/, since if l; = u); for any j € {1,...,S} implies that p; is fixed and can be dropped
from (27). Second, 171" < 1 < 1Tu/. Otherwise the problems is either infeasible or trivially solvable.
We consider the following equivalent problem, which obtained by change in variables z = p — ',
and the modified upper bound u = u’ —1'. Leta = 1 — 171":

min  2'z
T ERS
s.t. 0<z<wu (28)
1"z =0.

To solve (28), we rely on the following relaxed problem

min z'x
T ERS
s.t. 0<zx 29)
1"z =qa



The above problem has a trivial solution; for example, one optimal solution is x; = « for any one of
1 € argmin; z; and x; = 0 otherwise. Therefore, one can efficiently solve the this relaxed problem
(29) and check if the solution is feasible in (28). If it is feasible, then this solution is optimal in (28);
otherwise, we can eliminate the associate variable x; using the following lemma.

Lemma C.1. Let &£ = (&1,...,%,) be the optimal solution of (29). Then &; > u; implies that

x} = u; holds in an optimal solution =* of (28).

The proof is provided by Ibaraki and Katoh (1988). This lemma allows us to fix the optimal 7 = u;
and remove it from (28) and (29), which « should be updated and be subtracted by ;. We can apply
the same strategy until the optimal solution of the (29) (after removing the known optimal x;’s) is
also optimal in (28).
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